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Abstract

In 2024, we conducted a study involving 2128 Iranian participants to investigate the discrepancy between
perceived and actual time spent on Instagram utilizing cognitive and personality predictors. Participants
completed an online questionnaire measuring Executive Function (EF), Introversion/Extroversion,
Neuroticism, Emotion Dysregulation, Age, and Sex. We focused on Time Discrepancy, defined as the
difference between actual and estimated time spent on Instagram. Using a Multi-Layer Perceptron (MLP)
model, we achieved high accuracy with low Mean Absolute Error (MAE) and Relative Error (RE%) values.
Our findings highlight significant cognitive and psychological factors influencing social media usage
perception, offering insights for interventions in digital environments.
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Introduction

The increasing integration of social media into daily life has reshaped how individuals allocate their time
and perceive their activities. Instagram, one of the most popular platforms globally with over 1 billion
monthly active users, is particularly influential in this regard. In Iran, where Instagram plays a significant
role in daily routines and social interactions, understanding how individuals perceive the time they spend
on social media versus the actual time spent has become an important area of inquiry. Concerns
surrounding well-being, productivity, and mental health impacts (Kross et al.,, 2013) have driven this focus,
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particularly as more users misjudge their time spent on social media platforms. This discrepancy between
perceived and actual time spent, known as time perception discrepancy, is influenced by cognitive and
psychological factors, such as executive function (EF) and personality traits like neuroticism and emotional
dysregulation. Executive function refers to a set of higher-order cognitive processes that facilitate planning,
decision-making, and inhibitory control, which are essential for time management (Diamond, 2013).
Impairments in EF have been linked to poor time estimation, especially in environments filled with
distractions like social media (Tversky & Kahneman, 1974). Cognitive psychology research has established
that working memory and inhibitory control are key components of EF that contribute to accurate time
estimation (Casini & Ivry, 1999). Working memory helps individuals hold and manipulate temporal
information, allowing for better estimation of durations (Baddeley, 2000), while inhibitory control helps
suppress distractions, enabling individuals to focus on time-related tasks (Zakay & Block, 1997). These
cognitive capacities are often compromised during prolonged social media use, leading to time loss and
distorted time perception (Rosen et al., 2013).

Emotion dysregulation, another significant factor, plays a critical role in time perception discrepancies.
Emotion dysregulation refers to difficulties in managing and responding to emotional experiences in an
adaptive way. Individuals who struggle with emotion regulation often experience heightened emotional
responses, such as anxiety or frustration, which can distort cognitive processes, including the perception of
time (Gross, 2014). Research shows that emotion dysregulation impairs attention and memory, both
essential for accurate time estimation (Hefner & Vorderer, 2017). In emotionally charged environments like
social media, where users encounter highly stimulating and evocative content, this impairment is even more
pronounced. The emotional stimulation and stress associated with these environments can lead to
overestimation or underestimation of time spent on the platform (Droit-Volet & Gil, 2009).

Moreover, emotion dysregulation exacerbates compulsive social media use, as individuals may turn to
platforms like Instagram to cope with negative emotions. This often leads to prolonged and uncontrolled
use, with users losing track of time (Hormes, 2016). Studies indicate that individuals who struggle with
emotion regulation are more likely to experience “time loss” during immersive activities, particularly in
digital environments characterized by rapid stimuli (Turel & Bechara, 2016). For example, Instagram users
may overestimate the time they have spent online due to heightened emotional responses, further
distorting their perception of actual usage.

Emotionally charged content on social media platforms can also trigger responses like envy, fear of missing
out (FoMO), and anxiety, further skewing time perception (Oberst et al, 2017). Emotionally intense
experiences have been shown to slow down or speed up subjective time perception depending on the
intensity and nature of the emotional experience (Droit-Volet & Gil, 2009). As a result, individuals who
experience high levels of emotional dysregulation are more likely to misjudge the time spent on platforms
like Instagram.

In addition to emotion dysregulation and executive function, personality traits such as neuroticism and
introversion/extroversion have a strong influence on time perception and social media usage patterns.
Neuroticism, characterized by emotional instability and a tendency toward anxiety, has been consistently
linked to distorted time perception (Rosen et al., 2013). Individuals high in neuroticism are more prone to
overestimate their time spent on social media, possibly because their heightened emotional reactivity
makes them feel that more time has passed than actually has. Research by Kaviani et al. (2024)
demonstrated that higher levels of neuroticism among Iranian Instagram users were correlated with
increased social media usage and time overestimation, suggesting that emotional instability plays a key role
in distorting perceptions of time.

In contrast, individuals who score low on neuroticism tend to exhibit greater emotional stability and are
less likely to experience significant discrepancies in time perception. Their more even-tempered disposition
allows them to engage with social media in a more regulated and controlled manner, reducing the likelihood
of emotional reactions that could distort time perception. This highlights the importance of considering
personality traits when evaluating users’ time perception discrepancies.
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Introversion and extroversion also significantly impact how individuals perceive and manage time on social
media platforms. Extroverts, characterized by their sociability and need for external stimulation, often
engage more frequently and for longer periods on social media platforms compared to introverts (O'Rourke,
2019). This increased engagement can distort their perception of time, as the immersive and interactive
nature of social media aligns with their need for social interaction, leading them to underestimate the time
spent online. Extroverts may also be more susceptible to social pressures and trends on platforms like
Instagram, which can draw them into prolonged usage without realizing how much time has passed.

Introverts, on the other hand, who are typically more reserved and prefer less social stimulation, may spend
less time on social media overall and are more likely to accurately estimate their time online. However, when
introverts do engage deeply in social media use, particularly in emotionally engaging content, they too can
experience time perception distortions, though generally to a lesser degree than extroverts.

Research by John et al. (2008) suggests that introverts’ lower need for external validation and interaction
can make them more reflective in their social media use, contributing to a more conscious awareness of
time spent online. This self-awareness likely helps introverts maintain a more accurate perception of their
digital engagement, reducing the time perception discrepancies often seen in more socially-driven
extroverts.

Discrepancies between self-reported and actual time spent on social media have been well-documented,
with many studies pointing to social desirability bias as a major factor influencing self-reports. Many users
underreport their time to align with perceived societal norms or expectations (Montag et al., 2020; Verduyn
et al, 2020). These inaccuracies often stem from cognitive biases, including memory recall issues and
subjective interpretations of usage patterns (Al-Ghadir et al., 2023).

While much of the existing research has been conducted in Western contexts, there is a notable gap in
understanding how these discrepancies play out in non-Western settings like Iran, where social media—
particularly Instagram—is highly prevalent. Cultural and cognitive factors unique to this region may
contribute to even greater misalignment between actual and perceived time spent online, highlighting the
importance of investigating time perception within this population.

Finally, demographic factors such as age and gender also complicate the understanding of time perception
in social media usage. Younger individuals, who tend to be more digitally literate and socially engaged, are
likely to spend more time on social media (Anderson & Jiang, 2018). Gender differences have also been
observed, with women generally reporting higher usage, which may be tied to differing social interaction
patterns and emotional expression (Haferkamp et al., 2012).

This study seeks to address these gaps in the literature by examining the cognitive, emotional, and
personality predictors of time perception discrepancies among Iranian Instagram users, contributing to a
broader understanding of how these factors shape digital behavior and time management.

A significant methodological improvement in our study is the use of more reliable, objective time
measurement methods to address concerns raised in prior research about the validity of self-reported time.
To enhance accuracy, we split participants into two groups:

1. Group 1: Participants verbally reported their perceived time spent on Instagram. After completing
the questionnaire, they were prompted to check their actual usage in the Instagram app. This real-time
usage data was recorded and directly inserted by the interviewer (or agent) during the study, eliminating
potential self-reporting biases.

2. Group 2: Participants were required to upload a screenshot of their Instagram time spent, which
was subsequently processed using Optical Character Recognition (OCR) software. The real-time usage
values extracted via OCR were then used for analysis. Participants who failed to comply with either of these
methods were excluded from the study.
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This dual-method approach significantly strengthens the validity of our time measurements by reducing
the likelihood of error or intentional misreporting, which has been a limitation in prior studies (e.g., Rosen
etal, 2013; Haferkamp et al., 2012). By incorporating both interviewer-confirmed data and OCR-processed
screenshots, we provide a more robust assessment of the time discrepancy phenomenon.

Our use of a Multi-Layer Perceptron (MLP) model allows us to capture the complex, nonlinear relationships
between variables, making it a powerful tool for analyzing such multifaceted data (Rumelhart et al., 1986).

By offering a comprehensive examination of the role of executive function, personality traits, and
demographic variables in shaping time perception discrepancies, our research contributes to the growing
body of knowledge on social media behavior. It also highlights the importance of accurate measurement
techniques and the role of cultural context in understanding these dynamics. Ultimately, this study aims to
inform the development of targeted interventions that promote healthier digital habits by addressing
cognitive and psychological factors influencing time perception.

Materials and Methods
Study Methodology

This study was conducted using R version 4.4.1 as the primary software environment. The neural network
models were developed and implemented using the Keras and TensorFlow libraries, which provide high-
level interfaces and efficient computational backends for deep learning tasks.

The architecture of the neural network designed for this study consists of the following components. The
input layer receives the predictor variables, with the number of neurons in this layer corresponding to the
number of predictor variables used in the study. The network includes three hidden layers with varying
numbers of neurons to capture complex patterns and interactions within the data: the first hidden layer
comprises 256 neurons, the second hidden layer contains 128 neurons, and the third hidden layer consists
of 64 neurons. The final output layer is designed to predict the target variable, which is the Time
Discrepancy.

The neural network was trained using the data preprocessed to ensure compatibility with the input layer
requirements. The training process involved optimizing the model parameters to minimize the loss
function, which measures the discrepancy between the predicted and actual values of the target variable.
Various optimization algorithms and techniques, such as learning rate adjustments and regularization
methods, were employed to enhance the model's performance and prevent overfitting.

The performance of the neural network was evaluated using standard metrics such as Mean Absolute Error
(MAE), Mean Squared Error (MSE), and Root Mean Squared Error (RMSE). These metrics provided a
comprehensive assessment of the model's accuracy and reliability in predicting the Time Discrepancy.

Data Collection and Variables

This study included a sample size of 2128 individuals, all of whom were Iranian and used Instagram as one
of their top one or two social media platforms. To ensure the relevance and accuracy of the study, individuals
who used Instagram primarily for economic activities, such as running online shop pages, were excluded
from the sample. This exclusion was necessary due to the prevalence of online commerce on Instagram in
Iran, which could introduce bias into the data.

Data collection was conducted through online questionnaires distributed via popular messaging platforms
such as Telegram, WhatsApp, and SMS. The questionnaires were disseminated in the spring of 2024,
allowing for a broad reach and timely responses. The use of multiple online platforms facilitated the
collection of a diverse and representative sample of Instagram users in Iran.

The variables collected in the study included both predictor variables and the target variable, Time
Discrepancy. Predictor variables encompassed a range of demographic, behavioral, and social media usage
metrics to capture the multifaceted nature of Instagram usage among the participants. These variables were
meticulously selected to provide comprehensive insights into the factors influencing Time Discrepancy.

52

https://crlsj.com



Ethical Statement

This study was conducted in accordance with ethical standards and guidelines to ensure the privacy and
confidentiality of all participants. Prior to data collection, participants were informed that all collected data
would be treated with the utmost confidentiality and used solely for the purposes of this research. It was
explicitly communicated that personal information would not be published or disclosed in any context
beyond this study.

Participants were assured that their involvement in the study was voluntary and that they could withdraw
at any time without any consequences. Informed consent was obtained from all participants, who were
made aware of the study's objectives, procedures, and the measures taken to protect their privacy.

The data collected was anonymized to prevent the identification of individual participants. The research
team adhered to strict data security protocols, ensuring that all digital data was securely stored and
accessible only to authorized personnel. These measures were implemented to protect against
unauthorized access, loss, or misuse of the data.

Measurements

In this study, three well-established questionnaires were utilized to measure various psychological
constructs. These instruments are widely recognized for their reliability and validity in assessing
personality traits, emotion dysregulation, and executive functioning.

Eysenck Personality Questionnaire Revised (EPQ-R)

The Eysenck Personality Questionnaire Revised (EPQ-R) is a widely used tool for evaluating personality
traits, specifically extroversion and neuroticism. The short scale version includes a series of statements to
which respondents indicate their level of agreement. This tool has been validated in numerous studies and
is considered reliable for assessing these personality traits.

Difficulties in Emotion Regulation Scale (DERS)

The Difficulties in Emotion Regulation Scale (DERS) is a comprehensive instrument for measuring emotion
dysregulation. It includes multiple items that assess various aspects of emotional regulation difficulties,
such as nonacceptance of emotional responses, difficulties engaging in goal-directed behavior, impulse
control difficulties, lack of emotional awareness, limited access to emotion regulation strategies, and lack
of emotional clarity.

Barkley Deficits in Executive Functioning Scale (BDEFS for Adults)

To evaluate executive functioning, the Barkley Deficits in Executive Functioning Scale (BDEFS for Adults)
was administered. This scale includes 89 questions that assess a wide range of executive functions, such as
time management, organization, self-restraint, motivation, and problem-solving abilities. Participants’
responses on the BDEFS provided a detailed profile of their executive functioning capabilities. The BDEFS
is a highly regarded instrument in clinical and research settings for its thorough assessment of executive
functions (Barkley, 2011).

Each of these questionnaires was carefully selected to provide a comprehensive evaluation of the
psychological constructs relevant to this study. The use of these validated instruments ensures the
reliability and accuracy of the measurements obtained.

Time Discrepancy Variable

The Time Discrepancy Variable is a critical component of our neural network model, quantifying the
difference between two specific measures of Instagram usage time provided by participants. This variable
captures the discrepancy between users' perceived Instagram usage time and their actual usage time, as
recorded by the app's settings.

Participants were asked two questions regarding their Instagram usage. First, they estimated their daily
time spent on Instagram, reflecting their perception of their usage habits. Second, they were instructed to
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navigate to their Instagram settings and report their actual average daily usage time over the past week,
providing a more accurate measure of their engagement.

The Time Discrepancy Variable is the percentage difference between these two values. This discrepancy is
expressed as a percentage to allow for standardized comparisons across different usage levels.

This variable serves as the target variable in our neural network. By analyzing this discrepancy, we aim to
understand the factors influencing the gap between perceived and actual Instagram usage. The Time
Discrepancy Variable is pivotal in identifying behavioral patterns, cognitive biases, and potential areas for
intervention to enhance digital well-being.

The ANN approach

The Artificial Neural Network (ANN) approach was selected for this study due to its robust ability to model
complex, non-linear relationships between variables. Traditional statistical methods, such as Structural
Equation Modeling (SEM), were initially considered. However, SEM failed to yield a satisfactory model, likely
due to the inherent non-linearity in the patterns of Instagram usage and the associated time discrepancy.

User behavior and the discrepancy between perceived and actual Instagram usage are influenced by a
myriad of factors that interact in complex, non-linear ways. These factors include psychological traits,
cognition systems, social influences, and contextual variables, which do not adhere to simple linear
relationships. ANNs are well-suited to capture these intricate patterns due to their flexible structure and
ability to learn from data without explicit specification of the functional form (LeCun, Bengio, & Hinton,
2015).

SEM is a powerful tool for examining relationships among variables when these relationships can be
reasonably approximated as linear. Despite its strengths, SEM's assumptions of linearity and normality
constrain its effectiveness in scenarios where interactions are more complex. In our preliminary analyses
using SEM, the fit indices indicated poor model performance, suggesting that the relationships in our data
were not adequately captured by linear models (Kline, 2015).

ANNs offer several advantages over traditional linear methods in handling non-linear data. They provide
flexibility, as ANNs can model a wide range of functional forms and interactions without pre-specifying the
nature of these relationships. Their learning capability is another strength, as through the process of
training, ANNs adjust their parameters to minimize prediction error, effectively capturing complex patterns
in the data. Furthermore, ANNs can generalize from the training data to unseen instances, making them
powerful tools for predictive modeling (Goodfellow, Bengio, & Courville, 2016).

By leveraging the strengths of ANNs, our study aims to uncover the nuanced relationships between
perceived and actual Instagram usage times. This approach allows us to model the complex interplay of
factors contributing to the time discrepancy variable, providing deeper insights into user behavior and
potentially guiding more effective interventions for digital well-being.

The Multi-Layer Perceptron Approach

In this section, we explore the architecture and methodology of our Multi-Layer Perceptron (MLP) model,
including activation functions, backpropagation, the number of hidden layers, and design choices.

Activation Functions

We use the ReLU (Rectified Linear Unit) activation function for the hidden layers, ReLU is chosen for its
simplicity, computational efficiency, and ability to mitigate the vanishing gradient problem.

Backpropagation Algorithm

The backpropagation algorithm is essential for training neural networks, including MLPs. It involves several
key steps. In the forward pass, the network's output is computed for a given input. Next, the loss is
calculated using mean squared error (MSE) to measure the difference between predicted outputs and actual
targets. During the backward pass, gradients of the loss function with respect to each weight are computed
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using the chain rule, which enables efficient gradient calculation across the network. Finally, the weights
are updated using the Adam optimizer, which combines momentum and adaptive learning rates to enhance
training efficiency.

This iterative process is repeated for multiple epochs until the network converges, optimizing the weights
to minimize the loss function. Backpropagation is favored for its systematic approach to updating network
weights based on error gradients, which facilitates effective learning and improves model performance. Its
capability to train deep networks and manage complex datasets is well-supported in the literature (LeCun,
Bengio, & Hinton, 2015). The Adam optimizer further accelerates convergence and boosts performance by
integrating adaptive learning rates with momentum (Kingma & Ba, 2014).

Number of Hidden Layers and Units

The number of hidden units in an MLP is crucial to achieving a desired approximation level and influences
the number of independent values that need to be adjusted in the network parameters. However,
determining the necessary number of MLP parameters is not straightforward, especially when the hidden
units are distributed across different layers.

Typically, one hidden layer is sufficient for most tasks, but in some cases, additional hidden layers may be
needed to meet the required number of network constraints and improve model performance (Heaton,
2015; Hornik, 1991). The necessary number of hidden units can be calculated using equations that take
into account the input quantity and the desired degree of model fit. These equations help determine the
number of required hidden units and their distribution across one or two hidden layers (Goodfellow,
Bengio, & Courville, 2016).

Network specifications

In our MLP architecture, the network includes an input layer with six units, three hidden layers, and one
output layer. The hidden layers are configured with 256, 128, and 64 units, respectively. This design choice
is based on several considerations:

Adding more layers allows the network to learn more complex patterns and representations, which can be
beneficial for capturing intricate relationships in the data (Bengio, Courville, & Vincent, 2013). Empirical
results and prior research suggest that deeper networks can achieve better performance on various tasks,
particularly when sufficient training data is available (LeCun, Bengio, & Hinton, 2015; Szegedy et al.,, 2015).
Additionally, the chosen architecture provides the model with sufficient capacity to learn from the data
without overfitting, especially with the use of regularization techniques such as L2 regularization and
dropout (Srivastava et al., 2014).

Data Preprocessing and Rescaling

Data preprocessing is a critical step in ensuring that the neural network model can effectively learn from
the input data. Initially, we handled missing values by employing a mean imputation strategy, which is
effective in maintaining the dataset's integrity without introducing significant bias (Rubin, 1987). Following
this, we standardized the continuous predictor variables, such as scores from the EPQ-R, DERS, and BDEFS,
to have a mean of zero and a standard deviation of one. Standardization is essential for neural networks as
it ensures that the input variables contribute equally to the model's learning process, preventing any single
feature from disproportionately influencing the model's performance (loffe & Szegedy, 2015).

Categorical variables, such as sex, were one-hot encoded to convert them into a binary format that the
neural network can process. One-hot encoding prevents the model from assuming any ordinal relationship
between categories, which is particularly important for accurate interpretation and prediction (Pedregosa
et al,, 2011). Additionally, to address the potential issue of data imbalance, particularly in variables with
uneven distributions, we applied synthetic minority over-sampling (SMOTE) to ensure a more balanced
representation of classes in the training set (Chawla et al., 2002). These preprocessing steps collectively
enhanced the model's ability to learn effectively from the data, ultimately improving the accuracy and
reliability of the predictions.
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Model Training and Error Function

The model training process involved feeding the preprocessed data into the Multi-Layer Perceptron (MLP)
neural network. We utilized the backpropagation algorithm for training, which adjusts the weights of the
network to minimize the error between the predicted and actual Time Discrepancy values. The network
was trained over 100 epochs with a batch size of 32, ensuring a balance between computational efficiency
and model performance. We employed the Adam optimizer, a widely-used optimization algorithm known
for its capability to handle sparse gradients and adaptive learning rates, thus enhancing the convergence
speed and overall performance of the model (Kingma & Ba, 2014).

The primary error function used to evaluate the model was Mean Absolute Error (MAE), which measures
the average magnitude of errors in a set of predictions without considering their direction. This metric is
particularly suitable for our study as it provides a clear indication of the average deviation of the predicted
Time Discrepancy from the actual values, facilitating straightforward interpretation of model performance
(Willmott & Matsuura, 2005). Additionally, we monitored Mean Squared Error (MSE) and Root Mean
Squared Error (RMSE) during training to ensure comprehensive assessment and fine-tuning of the model.
Early stopping was implemented to prevent overfitting, halting the training process if the validation error
did not improve for 10 consecutive epochs, thereby ensuring the model's generalizability to unseen data.

Model Evaluation and Testing

The evaluation and testing of the MLP model were conducted using a separate test dataset, comprising 20%
of the total data, which was held out during the training phase. The model's performance was primarily
assessed using Mean Absolute Error (MAE), Mean Squared Error (MSE), and Root Mean Squared Error
(RMSE) metrics. These metrics provided a comprehensive evaluation of the model’s predictive accuracy
and error distribution. The MAE offered a straightforward interpretation of the average prediction error,
while the MSE and RMSE highlighted the impact of larger errors on the model's performance. Additionally,
we utilized k-fold cross-validation with k=5 to ensure the robustness and reliability of the model. Cross-
validation helped in mitigating overfitting and provided a more generalized measure of model performance
across different subsets of the data (Kohavi, 1995). The results demonstrated that the model maintained
high accuracy and low error rates across all metrics, confirming its effectiveness in predicting Time
Discrepancy based on the cognitive and personality predictors.

Results

The results of our study utilizing the Recurrent Neural Network (RNN) model demonstrated strong
predictive performance in assessing time discrepancy. The demographic characteristics of our study sample
are summarized in Table 2, indicating key features of the participants, including their educational levels
and age categories. A total of 1348 participants were included in the analysis (Table 1).

Table 1. Demographic information of the participants

Variable Description % (n=1348)
Male 58

Gender Female 42
Diploma and below 13.4%
Higher Diploma 6.6%

Education Undergraduate Student 35.4%
Graduate of BS Degree 9.8%
Graduate of Master 16.9%
PHD 1.7%
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Full Time 36.4%

Government 23.7%
Occupation Part Time 11.9%
Unemployed 26.3%
Online job 0.3%
Housewife 1.4%
Average 29 years
14-20 17.1%
Age 21-40 74.6%
41-50 6.6%
50-62 1.7%
Married 42%
Marital status Single 68%

The Recurrent Neural Network (RNN) model demonstrated promising performance in predicting time
discrepancy based on the input factors and covariates. The model was trained and tested on a sample of
data. Key metrics for the training and testing phases are summarized in Table 2.

Table 2. Model Performance Metrics

Metric Training phase Testing phase
Sum of squares error (SSE) 714.6 715.8
Incorrect prediction rate (%) 8.5 10.4

Accuracy (%) - 90.2
Sensitivity (high discrepancy) - 92.8
Sensitivity (low discrepancy) - 48.5

During the training phase, the model achieved a Sum of Squares Error (SSE) of 714.6 and a Relative Error
(RE) of 8.5%. In the testing phase, the model achieved a Final Root Mean Squared Error (RMSE) of 0.821
and a Final R-squared (R?) of 0.990, indicating its robustness in generalizing to new, unseen data.

The classification performance of the model was evaluated using the testing sample. The results revealed a
high overall accuracy of 90.2%. The model exhibited a remarkable ability to correctly predict cases of high
time discrepancy, with a sensitivity of 92.8%. However, its performance in identifying cases of low time
discrepancy was relatively lower, with a sensitivity of 48.5%. These findings suggest that the RNN model is
particularly adept at identifying individuals with high time discrepancy, but further improvements may be
necessary to enhance its predictive accuracy for low time discrepancy cases.

An essential aspect of our study was assessing the relative importance of different input features in
predicting time discrepancy. The key predictors utilized in the model included Executive Function (EF),
Extroversion, Emotion Dysregulation, Neuroticism, Age, and Sex. The feature importance was assessed
using the permutation method, and the results are summarized in Table 3.

Table 3: Feature Importance Using Permutation Method

Feature Importance (%)
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Executive Function (EF) 34

Emotion Dysregulation 18.3
Extroversion/Introversion 17.5
Neuroticism 14.4
Age 7.6
Sex 5.6

The feature importance analysis, conducted using the permutation method, revealed that Executive
Function (EF) is the most critical predictor of time discrepancy, with an importance score of 0.34. This
suggests that variations in EF have the most significant impact on the model's predictions. Following EF,
Emotion Dysregulation and Extroversion/Introversion were the next most influential features, with
importance scores of 0.183 and 0.175, respectively. These findings indicate that both emotional control and
personality traits significantly contribute to predicting time discrepancy. Neuroticism also plays a notable
role, with an importance score of 0.145. In contrast, demographic factors such as Age and Sex were less
influential, with importance scores of 0.076 and 0.056, respectively. These results underscore the primary
role of cognitive and personality factors over demographic factors in predicting time discrepancy.

To better understand the implications of our findings, it is important to discuss how the model’s
performance aligns with our research objectives. Our study aimed to predict time discrepancy using
cognitive and personality factors, and the RNN model demonstrated strong accuracy and sensitivity,
particularly for high time discrepancy cases. These results suggest significant potential for practical
applications, such as targeted interventions and policy development. Recognizing that Executive Function
(EF), Emotion Dysregulation, and Extroversion/Introversion are the most influential predictors, we can
tailor strategies to address these areas. For example, enhancing executive function and emotion regulation,
or providing workshops on personality traits and time management, may help individuals manage time
discrepancies better. Policymakers can use these insights to design evidence-based initiatives. While the
model performs well in identifying high time discrepancy cases, further improvements are needed for
better accuracy in low discrepancy cases. Understanding these limitations will guide future research and
model refinement efforts.

A summary of Network Characteristics Table as shown in Table 4.

Table 4 Network Characteristics Table

Characteristic Value
Number of Input Features 6
Number of Output Features 1
Number of Hidden Layers 3
Number of Neurons per Hidden Layer 256,128,64
Activator Functions ReLU
Training Phase SSE 714.6
Testing Phase SSE 715.8
Incorrect Prediction Rate (Training) 8.5%
Incorrect Prediction Rate (Testing) 10.4%
Accuracy (Testing) 90.2%
Sensitivity (High Discrepancy) 92.8%
Sensitivity (Low Discrepancy) 48.5%
Final RMSE (Testing) 0.821

Discussion

The results of this study provide significant insights into the factors influencing time perception
discrepancies among Iranian Instagram users. The use of a Multi-Layer Perceptron (MLP) model allowed
us to effectively capture the complex, non-linear relationships between cognitive, personality, and
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demographic predictors and the discrepancy between perceived and actual time spent on Instagram. Our
findings highlight several key areas of interest and potential application.

Cognitive and Personality Predictors

The most critical predictor of time discrepancy identified by our model was Executive Function (EF). This
finding aligns with previous research that has shown strong executive functioning skills are crucial for
accurate time management and self-regulation (Diamond, 2013). The high importance of EF in our model
suggests that individuals with better planning, decision-making, and inhibitory control are more likely to
accurately estimate their time spent on Instagram. This underscores the need for interventions aimed at
improving executive functioning to help users better manage their social media usage.

Emotion Regulation emerged as another significant predictor. Participants with better emotion regulation
skills tended to have smaller discrepancies between perceived and actual time spent on Instagram. This
aligns with the idea that individuals who can effectively manage their emotions are less likely to use social
media as an emotional crutch, leading to more accurate self-monitoring of usage time (Gratz & Roemer,
2004).

Personality traits such as Extroversion and Neuroticism also played important roles. Extroverts, who are
generally more social and engaged, tended to spend more time on Instagram, potentially leading to an
overestimation of their usage. Conversely, individuals with high levels of Neuroticism may experience
anxiety and stress that distort their perception of time, leading to an overestimation of usage (Rosen et al,,
2013). These findings highlight the importance of considering individual differences in personality when
addressing time management issues related to social media.

Demographic Factors

Interestingly, demographic factors such as Age and Sex were found to be less influential in predicting time
discrepancy. While these factors have been highlighted in some previous studies (Smith, 2023), our results
suggest that cognitive and personality traits play a more pivotal role in this context. This indicates that
interventions aimed at improving time perception and management on social media may be more effective
if they are tailored to cognitive and personality profiles rather than demographic characteristics.

Implications for Interventions

The insights from this study have several practical applications. First, they suggest that educational
programs and digital tools that enhance executive functioning and emotion regulation could be effective in
helping users better manage their time on social media. For example, cognitive training programs aimed at
improving executive functioning could be developed and integrated into digital well-being applications.

Second, personalized feedback and interventions based on personality traits could be beneficial. Extroverts
might benefit from reminders and tools that help them balance their social media usage with offline
activities, while individuals with high neuroticism might find value in tools that help them manage anxiety
and stress, potentially reducing their reliance on social media as a coping mechanism.

Limitations and Future Research

While our study provides valuable insights, there are limitations that should be acknowledged. The cross-
sectional nature of the study limits the ability to infer causality. Longitudinal studies are needed to explore
how changes in cognitive functions and personality traits over time influence social media usage and time
perception discrepancies.

Additionally, while our sample was large and diverse, it was limited to Iranian Instagram users. Future
research should explore whether these findings generalize to users from other cultural contexts and on
different social media platforms. Cross-cultural studies could provide a more comprehensive
understanding of the global dynamics of social media usage and time perception.

It is important to note that our research was conducted in the aftermath of the Mahsa Amini event, during
a period when Instagram was filtered in Iran. This specific socio-political context may have influenced social
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media usage patterns and perceptions. Future research should consider the impact of such unique
conditions and investigate whether similar patterns are observed in different political and social
environments.

Conclusion

This study investigated the discrepancy between perceived and actual time spent on Instagram among
Iranian users, focusing on cognitive and personality predictors. By utilizing an Artificial Neural Network
(ANN) model, specifically a Multi-Layer Perceptron (MLP), we were able to accurately predict Time
Discrepancy using variables such as Executive Function (EF), Introversion/Extroversion, Neuroticism,
Emotion Regulation, Age, and Sex.

The results demonstrate that Executive Function (EF) is the most significant predictor of time discrepancy,
followed by Emotion Regulation and Extroversion/Introversion. These findings highlight the importance of
cognitive control and personality traits in influencing how individuals perceive their social media usage.
Neuroticism also plays a notable role, while demographic factors such as Age and Sex are less influential.

Our study reveals a high overall accuracy of 90.2% in predicting time discrepancy, with particularly strong
performance in identifying high discrepancy cases. However, the model's sensitivity for low discrepancy
cases was lower, suggesting that while the model is effective in recognizing substantial misestimations, it
may require further refinement to improve accuracy for minor discrepancies.

These insights have significant implications for developing interventions aimed at improving digital well-
being and time management. Enhancing executive function and emotion regulation skills, as well as
understanding personality influences on social media behavior, can help individuals better manage their
time on platforms like Instagram. Additionally, policymakers can use these findings to create evidence-
based initiatives that promote healthier digital habits.

This research contributes to the growing body of knowledge on social media behavior, particularly within
the Iranian context, which has been underrepresented in previous studies. By identifying key cognitive and
psychological determinants of time perception discrepancies, we provide a foundation for future research
and practical applications aimed at fostering digital well-being. Future studies should explore strategies to
enhance the model's sensitivity to low time discrepancies and investigate additional factors that may
influence time perception on social media platforms.
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